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Abstract. In this paper, we propose a method for automatically gen-
erating k-anonymized texts from texts which include sensitive informa-
tion. Many texts are posted on social media, but these texts sometimes
include sensitive information, such as living places, phone numbers, and
SSNs. Even if sensitive information is removed from the texts, readers
still be able to estimate the sensitive information from the anonymized
texts, because the readers can guess sensitive information using remained
information. To solve this problem, we propose a method for anonymiz-
ing texts using k-anonimization based techniques. This anonymization
process is time consuming, we cannot identify appropriate anonymized
strings in real time. Therefore, we proposed a method for generating an
anonymization dictionary, and anonymize texts using the anonymization
dictionary. In our experiments, we confirmed that our proposed method
can anonymize texts in a practical time.
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1 Introduction

Text data mining is one important technology for discovering patterns in a large
size of textual dataset. However, if a dataset contains sensitive information, the
dataset must not be processed by the other persons or organizations, because
sensitive information must not be informed to the other persons. It is said that
we can reuse the dataset for data mining if we sanitize a dataset by removing
all sensitive information. However, even if we remove sensitive information, ob-
servers may estimate the sensitive information from the remaining strings, then
the observers may expose the sensitive information. To solve this issue, we should
remain characters as many as possible for mining texts, but we must remove not
only all sensitive information but also their related information.

There are two kinds of sensitive information: identifier and quasi-identifier.
Identifier is information which can identify a specific person by only the informa-
tion. For example, persons’ names, phone numbers, and social security numbers
(SSNs) should be treated as identifiers. We must remove identifiers completely
if they appear in the target texts. For example, if a sentence “Suzuki is a faculty
member of NAIST. His research interests include data engineering.” we should
remove the person’s name “Suzuki,” and rewrite the sentence to “* is a faculty
member of NAIST.” where “*” is a placeholder of the identifier.



Quasi-identifier is information which cannot identify a specific person, but
which can identify with the other information. In the above sentence, “faculty
member,” “NAIST,” and “data engineering” should be considered as quasi-
identifiers. We cannot identify the specific person if one of the three strings
is appeared in one sentence, but we can identify if the three strings appeared in
the sentence.

The goal of this research is to modify target texts to sanitized texts which
cannot identify persons but can identify attributes. In our study, we set the name
of persons as identifiers, and the attributes related to the persons as quasi-
identifiers. The main idea is based on k-anonymity[7], which is proposed by
Sweeney for anonymizing structured data. In this technique, if more than k
records are considered as the same, the records are called k-anonymized. In our
method, we use this technique for anonymizing quasi-identifiers in the text.

2 Related Work

One simple solution for text anonymization is only remove sensitive informa-
tion from texts[2]. We call this sensitive information as identifier. However, if
these identifiers are removed from texts, the observers will be able to estimate
sensitive information. For example, when a purchasing history is given, we can
estimate customers as female if the customers bought lady’s clothes and cosmet-
ics. To prevent this estimation, we should detect quasi-identifiers, which are not
identifiers but observers can estimate identifiers by the information, and partly
delete.

Many research about anonymization are done for structured data. First,
k-anonymity is proposed by Sweeney[7] for anonymizing structured data. l-
diversity[4] and t-closeness[3] are proposed for protecting privacy, there are many
kinds of algorithm for protecting privacy information. However, this method is
for structured data, then it is not discovered whether these techniques can apply
to text data.

On the other hand, cryptography-based methods are also proposed[1]. In this
method, the system encrypts target data, and apply data mining techniques for
the encrypted data. The advantage of this method is the persons who performs
data mining cannot understand the contents of the target data. This method is
also used for structured data, we cannot simply apply these techniques to text
data.

Nguyen-Son et al.[6] proposed a method for anonymizing texts by genera-
lyzing sensitive phrases. For example, if there is a sensitive phrase “He lives in
Paris,” the system generalize a term Paris to France or Europe, and make a
sanitized phrase “He lives in France.” In this study, they assume that a list of
sensitive information is given, but actually these data is not always given. In our
study, we assume that the candidates of privacy or sensitive data is given, which
is more reasonable settings.

We proposed a method for generating anonymization dictionary rapidly[5] in
the past. In this method, we used several heuristics and the set theory in order
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Fig. 1. Overview of our proposed system

to build a dictionary at a high speed. However, in this paper, we do not use
these techniques because we earn enough speed by keeping all the data in the
memory.

3 k-anonymization of texts

In this section, we describe how to generate k-anonymized texts from texts
which include sensitive information. Figure 1 shows the overview of our pro-
posed method.

Input of our system is a set of identifiers I, a set of quasi-identifiers Q, a
parameter k which represents a strength of anonymity, and a target text which
has sensitive information T . Output of our system is a sanitized text which has
no sensitive information.

In our proposed method, we did the following steps to sanitize texts as follows:

1. Generate anonymization dictionary D from a list of quasi-identifiers

2. Sanitize target texts

(a) Remove all terms which consist of I

(b) Replace terms which consist of Q with the sanitized text

3. Output sanitized texts



3.1 Generation of Anonymization Dictionary

In this section, we describe how to generate an anonymization dictionary from a
quasi-identifier list. Table 1 shows an example of an anonymization dictionary.
In this table, there are five attributes: term, anonymized term (anonymized), k,
number of remaining characters (remain), and number of characters.

A quasi-identifier list Q = {q1, q2, · · · , qN} is given by users where qi is a
quasi-identifier. First, we generate all possible candidates of anonymized strings
from qi. We define the anonymized strings as the strings which are partly con-
cealed by ‘*’. For example, if qi is “cat”, we generate a candidate list which consist
of ca*, c*t, *at, *t, *a*, and c* where * means one or more deleted characters.
We do not consider one asterisk (* only) and original string (cat) as a candidate
list. We define q′i = {q′i,1, q′i,2, · · · , q′i,n(qi)} as a set of anonymized strings which

corresponds to qi. Here, we find that n(qi), a number of anonymized strings in
q′i, is less than or equals to 2l(qi) − 2 where l(qi) is a number of characters in qi.

Next, we calculate k which is a number of terms that match the anonymized
strings. We generate regular expression which corresponds to q′i,j , and count
the number of terms that the regular expression matches. For example, if the
regular expression is ‘ca*’, the strings ‘car’, ‘cam’, and ‘can’ matches. If ‘ca*’
matches 10 strings in Q, the value of k which corresponds to ‘ca*’ is 10. Of cause,
anonymized strings must match the original strings (ex. ‘ca*’ must match ‘cat’).
Therefore, k is always grater than 1 and less than the number of strings in Q.

Finally, we store q′i to the anonymization dictionary D if k is more than two.
We do not store columns if k = 1, because k = 1 means that we can identify
original string from the anonymized strings, then the anonymized string is useless
for anonymization.

Table 1. Anonymization dictionary of a quasi-identifier “JAPAN”

term anonymized k remain length

JAPAN JAP*N 2 4 5
JAPAN J*P*N 3 3 5
JAPAN JA*AN 3 4 5
JAPAN J*AN 7 3 5
JAPAN JA*N 8 3 5

...
JAPAN J* 5,281 1 5
JAPAN *P* 8,484 1 5
JAPAN *A* 17,395 1 5
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Fig. 2. The relationship between k and number of remaining characters

3.2 Applying Anonymization Dictionary to Text

Next, we apply the anonymization dictionary to the target texts with sensitive
information. We used k which identifies a strength of anonymization, and the
anonymization dictionary D which is described at section 3.1.

First, we pick up a substring si from i-th to L+ i-th characters of the target
text T , where L is the substring which has the maximum number of characters
in Q, and |L| is the number of characters in L. Then, we generate a set of
substrings S = {s0,|L|, s1,|L|+1, · · · , s|T |−1,|T |}. For example, if the target text
is “I have a cat” and |L| is set to five, S is {“I hav”, “ have”, “have ”,
“ave a”,· · · , “a cat”, “ cat”, “cat”, “at”, “t”}.

Then, we retrieve strings qi that include si,|L|+i at the beginning of qi, and qi
and si,|L|+i has the longest common sequence, from Q. For example, if s = cat,
we retrieve rows with term “cat.” If s = have a cat, we retrieve “have a cat,”
but we do not retrieve “have” because the length of strings are shorter than the
retrieved strings. We also do not retrieve “cat” because the beginning of these
strings are different.

Next, we select an anonymized string from D. The selected candidates of
anonymized strings should have the value k more than the value the user speci-
fied. From the candidates, we select the anonymized string with k has the most
lowest value. If there are multiple candidates, we select the anonymized string
which has the large number of remained characters. After these process, we
randomly select one anonymized string if there are multiple candidates.

For example, we assume that there is a string “Japan” in the target text,
and we find that there is the term “Japan” in D. Table 1 shows the original
string, the anonymized string, k, number of remained characters, and the length
of the original string. If the user set the value of k to 2, the first row “JAP*N”
is selected. If the user set the value of k to 3, there are two candidates “J*P*N”
(second row) and “JA*AN” (third row). Then, we select “JA*AN” from the



candidates because the length of remained character of “JA*AN” is higher than
that of “J*P*N.”

Finally, we replace the retrieved string with the anonymized string. For exam-
ple, if there is a string “I live in Japan.” and a user set k to 3, the system replaces
the selected string “Japan” to “JA*AN.” Therefore, the output string is “I live
in JA*AN.” If a user set k to 5, 000, the output string is “I live in J*.” Therefore,
readers cannot distinguish whether s/he lives in Japan, Jamaica, Jakarta, or the
other places.

Figure 2 shows the relationship between k and number of remaining charac-
ters r. Points in this figure correspond to the rows in Table 1. As we mentioned in
the paragraph above, an anonymized string will never selected if there are more
than one anonymized strings which have grater k values and grater number of
remaining characters. For example, there is a point where k = 10, r = 180, and
anonymized string is “*PA*.” This anonymized string is never selected because
there are many strings which have larger value of k and r. As a result, the can-
didates which are on dotted line on Fig. 2 are selected, but the other candidates
are never selected. Therefore, we remove candidates which are not on line.

4 Case study

To confirm the accuracy of our proposed method, we did our experimental evalu-
ation using Wikipedia data. First, we prepared all titles in Japanese Wikipedia1

for Japanese version and English Wikipedia2 for English version, and use this list
as a quasi-identifiers. The number of titles in Japanese Wikipedia is 1, 697, 542
and that in English Wikipedia is 13, 124, 734.

We constructed a Web-based anonymization system3. This system which
corresponds to text anonymization method, which is described in section 3.2, is
constructed using Ruby on Rails 5 and Oracle Database 12c. For constructing
anonymization dictionary, we also constructed a system using Java 1.8. It takes
about one week for generating this anonymization dictionary using 10 servers
about a total of 1, 000 cores, 2TB memories total. We could not calculate all
strings in the data because of time, because if a number of characters are large,
it takes a long time for generating data for anonymization dictionary. How to
construct this anonymization dictionary in a practical time should be a future
work.

Fig. 3 shows the result of the section 1., first paragraph of this paper using
our proposed system. We used English Wikipedia dataset for this anonymization.
We set k to 2. From this text, 297 of 689 characters (43.1%) remain. Therefore,
we found that it is too difficult to read, because there is almost no information
from this text. This because, alphabet has only 26 characters, several sentences
unexpectedly match the strings in the anonymization dictionary.

1 https://dumps.wikimedia.org/jawiki/20170501/jawiki-20170501-all-titles-in-ns0.gz
2 https://dumps.wikimedia.org/enwiki/20170520/enwiki-20170520-all-titles-in-ns0.gz
3 http://bigdata.naist.jp/anonymizer/
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Fig. 3. k-anonymized text of the section 1., first paragraph of this paper

We set k = 2, and use Japanese anonymization dictionary. We did our exper-
iments for Japanese texts4. Fig. 4 191 of 237 characters (80.6%) remain. From
this anonymized text, we partly get information which is also get from the origi-
nal text. This is because, Japanese sentences consist of many kinds of characters,
unexpected sentences do not match the strings in the anonymization dictionary.

The evaluation measure of text anonymization method is important. In our
experimental evaluation, we count how many characters remain for measuring
accuracy of text anonymization method. However, we found that what kind of
rules can be extracted from the anonymized data, and did the anonymization
method can remove sensitive strings practically? should also be evaluation mea-
sures. We consider these evaluation measures as future works.

5 Conclusion

In this paper, we proposed a method for anonymizing texts which include sensi-
tive information. We use k-anonymization based techniques for anonymization.
First, we generate an anonymization dictionary using quasi-identifier list. Then,
we generate an anonymized text using this anonymization dictionary.

4 ATR 503 sentences http://research.nii.ac.jp/src/ATR503.html



B���þ��Yyfê�n{
FxmXòR_n`��1�p
K�Ëåüèü¯�ÖPW_�
ÆìÓ²üà�Ñ½³óg²ü
à�WfJv�i¡n	Õ��
nWffØ4��z��Å�L
B��Q%ÊLA�kÕQZQ
©\mLE�fD���Önê
1o�ir�p~i�Ci�;
�S~����4nhºko�
¿Å�ã�(Å�B�Wa�c
hiQp°¿¡ÑÅ�B���
ºÛüàn4�oe·hw�r
V�Q`�a�chED<ß�
h�_�Õ¡ßêüì¹Èéó
kec_ngY�	WDoZL
�cO�Ýf�D��jD�

Original

*���þ*�Yyfê*n{*x
m*òR*n`� �1*p*�Ë
å*è*¯�Ö*W*�Æì*²üà
�Ñ½³*g²*à�WfJv�
i*n	Õ��nWff*4*�
z�*Å�L*��Q*ÊLA�
kÕQZQ*\*LE�f*��
�*nê1o�ir�p~i
�Ci�;*S*����4n
h*ko�¿*�ã�*Å�*�W
a�*hiQp°*¡ÑÅ�*��
�ºÛü*n4�o*hw�*V
�*`�a�*hED<*�h�_
�Õ*ß*ü*¹Èéókec_
ngY�	W*oZL�*O�Ý
f�D��jD�

Anonymized

Fig. 4. k-anonymized text written in Japanese

In our method, we convert strings which are in quasi-identifier list to k-
anonymized strings. If strings are k-anonymized, some characters are replaced
to “*”, then there are more than k kinds of quasi-identifiers which correspond
to the replaced strings.

In the experimental evaluation, we constructed the anonymization dictionary,
and also constructed a Web application. We input English and Japanese texts to
the system, and observed the outputs of our proposed system. From the output
texts, we found that our proposed system is effective if the number of variations
of characters are large, like Japanese, but the texts are almost broken if the
number of variations of characters are small, like English.

In future work, we should construct a method for generating quasi-identifiers
from given texts. In this paper, we use Wikipedia titles as quasi-identifiers,
because these strings have many proper nouns. However, in our experiment, we
discovered that our proposed system conceal many general nouns, then users are
hard to read the anonymized texts. To solve this problem, we should develop a
method which can remain more strings to be able to read the strings and remove
sensitive information.

Moreover, we should construct a method to set an appropriate value of k
automatically. If we set extremely small value to k, sensitive information may be
appeared to the anonymized texts, but if we set large value to k, the readability of
the anonymized texts should be low, and the information which can be extracted
from the anonymized texts will reduce.
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